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Abstract

We define time series in in dimensions I, as follows:

the observed variable zdepends on x11, x2~ ,..., X~~ arid

t~�t or z = f(xit, x2i,..., xmj~
ti)~ 

and similarly n time

ser ies in m var iables z1, z2,... z~ , z f(x) where z f(x,t)

and x are vectors . This is the discrete case. The

continuous case is similar. Distinction is made between

m time series ti-i zero dimension, all on the line , and

one time series in m dimensions.
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Time ~ierie~ in M—Dtm~ns tori~

D e f i n it ion , Problems and Prospects

by Leo A. Aroian

Union College and University
Schenectady , New York

1. Introduction

The purpose or thl.s paper is to define and to consider

the problems and prospects of’ time series in m dimensions .

Firs t, the definition of t ime series in m d imens ions, second ly

its relationship to time series in zero dtmensiofls, whether

stationary or not, and finally the relationship to correlation

theory in m dimensions will be considered. The author has

been influenced by the basic work of Box a~~~\~~rikins (1970)

in prediction theory. Their work in the time d~~ain and that

of others in the frequency domain has forged an a~~ost c omplete

solution of the problems of’ time series at a poirit.\We are

extendinp their results to time series in in dimensions.

2. Definition - M-Dtmenis tonal Time Series

We define a time series in zero dimensions

z(t) = f(t)

where t is time arid z(t) is some varieble dependent on time

such as voltage, temperature , wages , economic indicators ,

number of births, number of deaths, prices, crimes , soc ial,

business , industrial, biological, medical, arid environmental

conditions, Now z(t) may be given continuously or at discrete

4 ’. 
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I r i l e  rva h~ ~ l l;jme . f~r1d it ionally there  rn :~y he m zero

( 1Im en si ~ )nal time series namely :

z1( t )  = r1( t ) ,  z 2 ( t )  = f2(t), •. ..  z~~(t) =

an d In te r re la t ions such as

= 
~~~~~~~~~~~~~~~~~~~~~~~~~ 

i~.j,

where t,he z~ s are a n y  o1 th e speci fic variables ment ione d

pr ’vtously . The t ime series may be known exactly at least

in theory . Usually they must be estimated and are defined

only for- -~<t�t~, or t1<t~~t0 , where t0 is the present t ime

and t 1 a time in the past chosen for a particular reason.

They may be s tat ionary or if not may be transformed into

a s ta t ionary t ime series. Time series of one variable

[z~ ,t), or of two variables [z 1,z2,t), or m variables

are all t ime series in zero dimens ions

even fri the cane ot m variables. We may he interested

in predict ion , in the time domain, i.e. prediction of z in the

future based on its past; or in the power spectrum in the

frequency domain.

What then is the definition of time series in m

dimensions or of n time series in m dimensions? Does the

def in i t i on  inc lude the special case of’ m=0? The answer to

the second question is yes. Our definit ion of one t ime

series in m dimensions is:

z ( t )  =

for -~<t<~ , or -~<t<t~, involves m variables xi,x2,...,x~ and

t ime t, or in all m+l independent variables. The variables

~~~~~~~~~~~~~~~~~~~~~~~~~~ 
— -- . -
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may he discrete or continuous . We may have two time series

in m dimensions and their interdependence illustrated as

follows :

z1(t) fi(xi,x2,...,xm;t) 
-

z2(t) = f2(xi~
X2~~~ •~

Xm t)
~

or their interdependenc e

z1(t) =

z2(t)

In general there may be n time series in in dimensions, n<m,

namely z(t)=f(x;t),z(t) and f(x;t) vectors with n components ,

and x a vector with m components. Similarly there may be

any case of dependence among the zi. We do not invoke

stationiarity here, although it is a helpful condition to

assume at the onset. It should be clear then that these

def in i t ions  inc lude all the usual cases of t ime series

in zero d imens iona ,

Our de f in i t i on  may be compared with the remarks of

Hanrian (1970 ) pages 9)4-95 : “So far we have considered vector

random processes x(t) in which t varies over the real line

or some subset of it. As mentioned in Chapter I, in some

applications t would in fac t be a space variable , for

example distance downstream from some fixed point on a

river where x (t) migh t have three components corresponding

to the “velocit~’,” of the river. ...We shall use v again to

i n d tc at c  the p o in  i. in the plane so that  V flef~(IL1 two

coordinates t~() name I t . A~ ath tim e var1 a LI (‘Ii may t ic ’  pri-tu nt .

so that x (v , t) con 1 d he (‘OriS I de red • Now the arguinen L of x ( . )

varies over three dimensional space.” According 1,0 our



definition, this is a time series in two dimensions, or

three independent variables. We could also have the

situation of m dimensioLl s , arid p time variables conceptually :

fx~ ; t1) 
i=l,2,...,m, j=l,2,...,p.

From another point of view we may have x variables

which may act as time var iab les when a time variable t~
does not occur. However t is a special type of variable .

Our definitions arid models of’ time series in m dimensions

have little or no overlap with the treatment of Bartlett

(1975). Bartlett (1975, p.vii) states: “We may divide

problems of spatial pattern (in contrast with complete

random chaos) into ( i )  detecting departures from randomness ,

( i i)  analysing such departures when detected , f o r  example ,

in relation to some stochastic model and (iii) special

problems which require separate consideration; for example ,

sophisticated p rob lems of pattern recognition in spec ific

fields, such as the computer reading of handwriting or

recognition of chromosomes.” Our main purpose is the

generalizat ion of the prediction models of Box and •Jenkins

from zero to m d imensions .

3. Two Physical Time Series in M Dimensions

I shall give two time series in m dimensions : one,

the characteristics of the sun , and the second , character is t ics

of a river. Almost all texts on time series consider the

number of sunspots over time, z(t)=f(t) a zero dimensional

time series. A time series in three dimensions , m~3,
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relates the number of sun spots to regions on the sun,

each region given by spherical coordinates on the sun

say ~~~~~~~~~ Thus z(t), the number of sunspots at

time t and position (~1,?2,~~~),.where z(~ 1,t) may

ei ther  be autoregressive, moving average , or a com b inat ion

of the two.

The river characteristics may be described as a time

series either in 1, or 2 or 3 dimensions. If X~~ repr esents

the pollut ion at the center of the river at point  X1j over

the whole length of’ the river , then the pollution of th~

r iver  is given by z ( x ii,t) in this ease. [V

represents pol lu t ion at the width of the rive r at Xli arid

X3i the depth of the river, we obtain z(xlj,x,)t,x31,t),

a time series in three dimensions. We do not necessarily

assume stationarity in z in either case. One of the

series charac terize the number of sun spots on the sun

and the other the pollution of’ a river in much clearer

fashion than is possible by any time series in zero

dimens ions . These models show obviously tha t~ one may use

time series and s t at i st i c s  to model the dif’fereritial and

part ial  d i f f e r en t i a l  equations which underlie these physical

phenomena.

4. Assumptions and Examples

We assume essentially the same conditions on z as

Box and Jenkins. F(z) the distribution of’ z, f’(z) the
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dens ity function , ,M~=O, the mean, a~, the variance,

~ij:z’ 
the covariance function for z(t~ ) and z(t~ )~

where t~ —t 1 is a constant, all exist. We further

assume z is stationary. Later Box and Jenkins drop t1~

assumptions of stationarity which we shall also do. We

need to state our assumptions introduced by the depen denc e

of z on the variables (xi,x2,x3,...,x~
). For s implicity

we cons ider the case of m=2, with the variables

In this framework we measure z at (x1,x2) or z(x1,x~ ).
The d istr ibution of z, F(z) already defined applies over

the .1;1,x2-plane. This distribution is also th~ same

over the set formed by (x1,x2,t~ , ~~~~~~~ 
-~<x~<~,

-~<t~~ , although in practice we may only know z t’or

t�t0. What is of greatest interest is the covariance

structure in the x1,x2 plane as compared with the covariance

structure as time changes. This will be made clearer

in our discussion of one s imple model , the moving average ,

MA.

In the x1,x2 plane we have the configuration
x2
(0,1)

(-1,0) (0,0) (1,0)
1

(0,-i)

(0,0), (1,0), (-1,0), (0,1), and (0,-i).

The ~1e moving average model MA we shall use is:

zxyt+eoolaxyt_l+elolax_iyt_l~~ lOlax4lyt_ l ~ l .1)

~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~
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We replac e x1 by x and x2 by y for notational convenience.

TV we let all ~~s ey.r~ept 
~~~~ 

equal zero we get. the zero

dimensional Markov result

zt÷eiat_i
=ao (4.2)

a model which ignores the contributions from the other

points in the x1,x2 plane. The a’s are independently

distributed with mean zero and variance ~~~ Thus

2 2 2 2 2
= 
~a~~~~ OO1 lOl _101+8Oi1~~O_li~~ (j4. ~)

Other  condit ions are found involving the coeff ic ien ts

of correlat ion in the x1,x2 plane and the correlations

in time. The correlations are between the z s  in the

x1,x2 plane at time t-1; and the correlation between Zxyt

and Z)Zy~~ 1• 
These are 

~ooi’ ~‘0i•’ ~l0’ ~2O•’ 
p02. all

the other six lag correlations are either equal to these

or determined by these. The other relations needed for

the determination of the five e ’s are :

2
‘
~~a

8OO1 (i. LI)

c7~ c) io. = a~ e001(~ 101+e -101) ()I .11. ~)

2 2
aznOl. aa8OOl (8O1l~~O_l1) (11.4.3)

2 2
= aa A 1o1~—]01 (ii .)I.Li)

a~ pQ2 = a~e 0_11R 011,

These equal~1 ons wi th ()~ . 3) dete  m i n e the 
~ ii :
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8001 = -~~/p~~ 1~~ (14.5.1)

~lOl = [k1+(k1-4k2)3/2 (4.5.2)

- 

k1 = 

~io.”~oo: ’ k2

= [k 1 - (k~-4k2)~ 3/2

8011 
= [k

3
+(k~-4k4)~)/2 (4.5 .3)

Ic3 = -p01 /00011k14 
= (4 . 5 .4 )

= [k
3 - (k~-4kj~)~ )/2

The other six autocorrelations may be obtained as functions

of these. The conditions k~ - 4k
2
�0, k~-14k~4

�0, do not

always hold in the real domain. Only if we assume the

errors a101 and a 101 equal; and a011 and a011 equal

may we avoid these restrictions . If k~ -14k2=O,

8ioi = 

~~1Ol’ 
and if k~-)4k)4=O, ~ol1~~o-ll

What condit ions must the coeff i c ien t s  of correlation

s ta t i s fy? In this simple example ~l~p ooi�l , -l~ p~ 1~~ l,

-i�p 10~~ l, p 02 �l-2 p 2
01 and p 20 �l-2 p 2

10.  Certain special

cases may be found by el iminating the points (0 ,1) , (0 ,-l)

if 8 and 8 are both zeros, but the problem must
011 0-11

be reanalyzed if the point (0 ,0) is missing, and 8001
is zero. Other correlations are given by:

= a~ (e _101e 011÷e011O 101) (4.6.1)

2
0
z ~-1i0 ~~~~~~~~~~~~~~~ ~~~~~~~ ~ I

With equations ( 1 4 . 1 4 )  the autocorrelat ioni  [‘ur ic l i o n  1: :

completed . The eleven non-zero covarianceB are :

4 
-~~~~~~~~~~~~~
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E ( z 00 z01 ) =

E ( z 01 z0 1 ) = p 0 2 ,  E ( z 10 z10 ) =

E ( z 10 z00 ) = E ( z 00 ) =

E ( z 01 z 10 ) = E ( z 10 z0 1 ) =

E(z 10 z01 ) = E(z0 1 z10 )=  a~p 
~~~ 

and

E(z0 0 1z000) = ~~p ooi

The invertibility conditions are found by inversion

of (4.1). The restrictions on the constants P , and

the expression of (4.1) as an inf ini te  autoregres~~tve

time series in x1,x2 and t are given in the paper of

Aroian ,Vo~ s, Oprian . Discussion of autoregressive

series , AR , are given in Aroian , ~nd Tanej a ,

and interrelationships between AR ari d AM , and the comb ined

ARMA are given in Aroian , Oprian , Voss and Taneja .

5. . Problems and Prospects

Are there problems in in dimensional time series

for  m~-0 , which may or may not involve a s ingle time

parameter? In such cases relationships in all variables

are considered wi thout  respect to the t ime variable.

Consider the variable z the percent of’ a mineral available

at discrete positions X1j , Xpj , X3j . Here there is no time

parameter and z may be conside red s tat ionary as I varies

be tween -~ and ~. The stepsize t would vary for each

dimens i~~i.  A fundamental problem in ~eo1ogy then is

I



10

to evaluate z at (xij,x2i,x3i) and to delineate the

extent  of a mine. In meteorology we have the temperature

z, dependent on Xli, X 21, t 1~ where x1, ~~ are the coordinates

01’ place and t 1 the time. In place of the temperature

we may have barometr ic pressure, amount of’ rain , and other

variables . We may think of a river face where observations

are taken at f ixed points at different times. Geometrically

we view the x1, x2 plane moving along the time axis t,

a two dimensional time series. We may be in a three-

dimensional time series if we have additionally the

height or depth of an observation. Or we may have two

time series z1 and z2, two storms which are interacting

at (x1, x2, x3) .  This is a case of two time series in

three dimensions . Let us look briefly at a problem in

reading scores. We may consider reading scores z of

children at time t dependent on coordinates Xii,y2i i two

variables influencing reading which may be considered

discrete and ordered in some way . We may cons ider z

to be the height of a child as influer~~ed by x1,x(,, x3
and t variables at d iscre te  points , X11, x2~~, arid

and their  relat ionship to time - and looking ( ‘or cycles

or for  increase or’ decreas e in the main variable

as influenced by the x 1. These models inc lude important

ones in biological sciences in environmental problems,

air pollution, problems in evolution and in medicine since

time is an important variable in all of these subjects.

Thus we see a very wide need and envisage an equally wide

use for this statistical technique. It should bring more

understanding to (beau fields wh ich presently are being

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -. ..
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considered in a general way without the benefits of

mathematical and statist ical ins ights . In agriculture

z may be the yield of’ a crop at place (x 1,x2) influenced

by variables x5~, X1~ and x5, a t~rpica1 problem which

is still not well handled without the time variable t. In

fact some geographers have already been doing this particu-

larly in space without the time variable considered. Time

series will be more informative than the usual geographic

block charts in different colors or designs. Other

examples are earthquakes, hurricanes, and storms in

geology and meteorology.

There is also the domain of history, the arts,

sociology, anthropology and their relationships to time

t. All of the preceding discussion may be summarized

in the single equation

Z
j 

= 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

or

The appropriate joint probability distribution is assumed

for the particular variate values of the variables . Researches

in thiB field are clearly of the greates t importanc e and

urgency.

6. Correlation Analys is Versus Time Series

We may consider time series in m dimensicri s as

simply problems in correlation theory with the appropriate

variables and variate values in a particular case.

However if our interest is in cyclical situations, stationary

time series or time series which may be transformed into

stationary time series by use of appropriate operators ,
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are much to be preferred . They provide useful models.

The two methods should give the same final results

but the time series approach should give more insight

dependent on the particular model being chosen -
autoreg r’c~:sive , moving average or a mixture of these

two. Ou r results will be linear in the variable

which may eltrninat;e Interesting results in the nonlinear

case. h owever , non l inear  time series either stationary

or not should also be considered. In other papers we

have investigated the autoregressive model in m dimensions,

the moving average, a mixture of these, and the resulting

problems of def in i t ion , estimation, and the relationships

of these models to each other. This work will involve

the autocorrelatiori function in m dimensions , the cross

correlation [‘unct ion , and the multiple coeff icient  of

correlation r iinc t ton , all in in dimensions .

7. Conclusion

Time series in rn-dimensions have been defined. Some

examples show the importance of the subject. The inter-

relationships among n time series in m dimensions are very

briefly discussed for n�l and m�l. Particular problems

to he investigated are m dimensional movin, average and auto-

regressive time series and their mixtures. One AM model is

discussed at length as an example. The paper has purposely

been general in order to obtain a very broad view of this

subject and its scientific importance. The relationship

between ccrrelation theory and time series is briefly

examined. The wide applicability of n time series in m
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dimensions series to the social sciences , the biological

sciences, history, anthropology, economics, environmental

problems , and meteorology is indicated.

4 
-_ —
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